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Computationally, the calculation of computer-generated holograms is extremely expensive, and the image
quality deteriorates when reconstructing three-dimensional (3D) holographic video from a point-cloud model
comprising a huge number of object points. To solve these problems, we implement herein a spatiotemporal
division multiplexing method on a cluster system with 13 GPUs connected by a gigabit Ethernet network.
A performance evaluation indicates that the proposed method can realize a real-time holographic video of a
3D object comprising ∼1,200,000 object points. These results demonstrate a clear 3D holographic video at
32.7 frames per second reconstructed from a 3D object comprising 1,064,462 object points.
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Real-time electroholography based on computer-generated
holograms (CGHs) is expected to become the ultimate
three-dimensional (3D) television[1,2]. However, computa-
tionally, the CGH calculation rapidly becomes prohibitively
expensive because real-time electroholography requires
processing extremely high floating-point arithmetic. The
image quality of holographic video deteriorates when re-
constructed from a point-cloud model comprising a huge
number of object points. Two proposals to suppress
this deterioration are the time multiplexing for two-
dimensional reconstruction[3] and the spatiotemporal
division multiplexing for clear 3D holographic video
playback[4]. Large-scale electroholography using the spatio-
temporal division multiplexing approach[4] implemented
on the Horn-8 system has been reported[5].
A modern graphics processing unit (GPU) is a cost-

effective processor capable of high-floating-point arith-
metic processing and fast computer-graphics processing.
Thus, GPUs accelerate CGH calculations and directly
display the calculated CGH on a spatial light modulator
(SLM)[6–14]. Conversely, spatiotemporal division multiplex-
ing uses moving image features[15]. This approach acceler-
ates CGH calculations several-fold.
A PC cluster consisting of multiple PCs with multiple

GPUs is called a multi-GPU cluster and can be used to
significantly accelerate large-pixel-count CGH calcula-
tions[16–20]. Reference [16] directly connected the GPUs of a
multi-GPU cluster to multiple SLMs to show that a multi-
GPU cluster is suitable for real-time electroholography

involving a large-pixel-count CGH. However, such a
multi-GPU cluster system with multiple SLMs is very ex-
pensive. Real-time electro-holography using a multi-GPU
cluster with a single SLM is low cost, but requires the CGH
data transfer between the nodes, which prevents real-time
electroholography. To address this problem, we used a high-
speed InfiniBand network in a multi-GPU cluster system
and applied this system to real-time electroholography[21]

and fast time-division color electroholography[22]. We also
realized real-time color electroholography by using a
multi-GPU cluster system with three SLMs combined with
an InfiniBand network[23]. Furthermore, we proposed a
packing and unpacking method to reduce CGH data
transfer between the nodes of the multi-GPU cluster[24].
We demonstrated real-time electroholography by using a
multi-GPU cluster with 13 GPUs (NVIDIA GeForce
1080 Ti) connected by a gigabit Ethernet and a single SLM.

In this Letter, we propose clear real-time electro-
holography based on spatiotemporal division multiplexing
using moving image features and a multi-GPU cluster sys-
tem connected by a gigabit Ethernet network. The pro-
posed method does not use cache memory.

In previous work[4,15], we proposed two types of spatiotem-
poral division multiplexing. The first method suppresses the
deterioration of 3D holographic video reconstructed from
a point-cloud model comprising a huge number of object
points (Fig. 1)[4]. The second method uses moving image
features to accelerate the CGH calculation (Fig. 2)[15].
In both methods, a 3D object is divided into several objects
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at each frame of the original 3D video. Figures 1 and 2 show
examples in which the original 3D object is divided into
three objects in each frame, with the divided objects labeled
Div i − 1, Div i − 2, and Div i − 3 for frame i.
In the spatiotemporal division multiplexing method for

suppressing the deterioration of 3D holographic video, all
the divided objects are used in each frame. At frame i
shown in Fig. 1, the CGHs are generated from the divided
objects Div i − 1, Div i − 2, and Div i − 3, and the CGHs
display sequentially on an SLM. Here, the reconstructed
3D holographic video has three times as many frames
as the original 3D video. This approach requires three
times more time than the original 3D video reconstruction.
As shown in Fig. 2, the spatiotemporal division multi-

plexing approach using the moving image features uses
only one of the divided objects. Here, a different divided
object is selected for every three frames. In each frame,
the number of object points contributing to one divided
object is one-third of that contributing to the original
3D object. Thus, the subsequent CGH calculation is
three times faster than that using the original 3D video.
However, long CGH calculations for each frame prevent
smooth real-time reconstruction of moving 3D images.
As a result, we have never applied the spatiotemporal
multiplexing approach using moving image features to a
point-cloud model comprising a huge number of object
points.
In the spatiotemporal multiplexing approach using

moving image features, the equation used for the CGH cal-
culations[6] is

I ðxh; yh; 0Þ ¼
XNp

j¼1

Aj cos
�
π

λzj
½ðxh − xjÞ2 þ ðyh − yjÞ2�

�
;

ð1Þ

where (xh; yh; 0) are the coordinates of a point on the
CGH, (xj; yj; zj) and Aj are the coordinates of the jth
object point in the 3D-object-based point-cloud model,
Np is the total number of object points in the 3D object,
and λ is the wavelength of the reconstructing light. Note
that the Fresnel approximation is used in Eq. (1).

The value calculated from Eq. (1) for each point in the
CGH is binarized by using a threshold value of zero[25]. The
binary CGH is generated from the binarized value for each
point in the original CGH. The CGH calculation time in-
creases proportionally to the number of the object points.
Because it is difficult to realize real-time electrohologra-
phy for a point-cloud model comprising a huge number
of object points, we have restricted ourselves to a 1920 ×
1024 binary CGH.

In the 3D model “fountain” comprising 1,064,462 object
points, we investigated the number of space divisions
for spatiotemporal division multiplexing using moving
image features. The 3D model was located 1.5 m away
from the CGH. The size of the 3D model is approximately
70 mm× 50mm× 50mm. The 3D model is divided into
several objects, and the CGHs are generated from the di-
vided objects. All CGHs are repeatedly displayed on an
SLM. For the SLM, we used a liquid-crystal display panel
extracted from a projector (EMP-TW1000, Epson, Inc.).
A green (532 nm) semiconductor laser was used for
reconstruction. Figure 3 shows the reconstructed 3D im-
ages; the clearest images were obtained with six space
divisions.

We used the multi-GPU cluster system shown in Fig. 4.
A gigabit Ethernet network connected the multi-GPU
cluster system, which consisted of a CGH display node
and four CGH calculation nodes. The CGH display node
had a GPU, and each of the CGH calculation nodes had
three GPUs, for a total of 16 GPUs. Each GPU was a
NVIDIA GeForce GTX 1080 Ti (see Table 1 for specifi-
cations of each node in the multi-GPU cluster system).
The CGH display node also plays the role of server for
the network file system (NFS). Figure 5 shows the pipeline
processing executed on the multi-GPU cluster system.
The frames from Frame 1′ to Frame 12′ shown in Fig. 2
are assigned to GPUs 1 to 12, respectively, on the four
CGH calculation nodes. In Fig. 5, the actual CGH calcu-
lation time for each single frame is equal to the twelve-fold
value of the display-time interval T because the total
number of GPUs in the CGH calculation nodes is twelve.
The CGH calculation time is proportional to the number
of 3D-object points. The GPUs use Eq. (1) to generate the
CGH data from the divided 3D objects of the assigned
frames. The computational complexity of Eq. (1) becomes
enormous. However, in the CGH calculation using Eq. (1),
the actual computational performance of the GPU is re-
lated to not only the computational complexity but also

Fig. 1. Spatiotemporal division multiplexing approach for sup-
pressing the deterioration of a 3D holographic video recon-
structed from a point-cloud model comprising a huge number
of object points.

Fig. 2. Spatiotemporal division multiplexing approach using
moving image features.
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the number of the data accesses to the off-chip memory on
the GPU[26]. Furthermore, the performance of the GPU
computation is remarkably reduced when the number of
data accesses is very large compared with the amount
of CGH calculations. The optimized method[16] can reduce
the number of the data accesses to the off-chip memory
and provide the high-speed CGH computation. Therefore,
we used the optimized method[16] in the CGH calculation.

The packed CGH data are generated by the packing
processing and sent to the CGH display node. In the
CGH display node, a GPU unpacks the packed CGH data
and generates the binary CGHs. The binary CGHs are dis-
played sequentially on the liquid-crystal display panel
connected to the CGH display node. Here, the packing
and unpacking serve to reduce the CGH transfer data[24].
These processes are then repeated until reaching the last
frame of the 3D video.

The time required to read the coordinate data of the ob-
ject points from auxiliary storage becomes non-negligible
when the number of the 3D-object points is huge. We in-
vestigated the total time required to display twelve-frame
sequences because, by using pipeline processing, all GPUs
of the CGH calculation nodes generated twelve CGH data
in each cycle. In each of the CGH calculation nodes, we
used two codes for serial computing [see Fig. 6(a)] and
for parallel computing [see Fig. 6(b)]. The object data in
the process “read object data,”which means to read object
data from the NFS server, are the coordinates of the object
points expressed as binary data. Fig. 7 shows the total dis-
play time for sets of twelve frames when using the serial
computing scheme shown in Fig. 6(a) and when using
the parallel computing scheme shown in Fig. 6(b) for
1,200,000 object points. Here, no cache memory was used
when reading the coordinate data. TwelveCGHs for twelve
frames were calculated by using twelve GPUs on the CGH
calculation nodes. In Fig. 7, “SSD” and “HDD” refer to a
solid-state drive and a hard disk drive, respectively, on the

Fig. 3. Reconstructed 3D image from a 3D object “fountain”
comprising 1,064,462 object points.

Fig. 4. Multi-GPU cluster system with multiple GPUs con-
nected by a gigabit Ethernet network and a single SLM.

Table 1. Specifications of Each Node in the Multi-GPU
Cluster System

CPU Intel Core i7 7800X
(clock speed: 3.5 GHz)

Main memory DDR4-2666 16 GB

OS Linux (CentOS 7.6 x86_64)

Software NVIDIA CUDA 10.1 SDK, OpenGL,
MPICH 3.2

GPU NVIDIA GeForce GTX 1080 Ti

Fig. 5. Pipeline processing for the spatiotemporal electroholog-
raphy system shown in Fig. 2.

COL 18(7), 070901(2020) CHINESE OPTICS LETTERS July 2020

070901-3



NFS server to store the coordinates of the object points.We
used a Western Digital WD20EZAZ-RT (2 TB) HDD and
an Intel Optane 900P (280 GB) SSD. The result shown
in Fig. 7 indicates that the serial computing outlined in
Fig. 6(a) is substantially affected byHDDaccess timewhen
the HDD serves as the storage for the NFS server. When
using parallel computing [Fig. 6(b)], the time required to
read the object-point coordinates is completely hidden
within the time required to do each CGH calculation using
a GPU from the CGH calculation nodes, regardless of
whether the HDD or SSD is used.
Figure 8 plots the display-time interval T shown in

Fig. 5 versus the number of object points when implement-
ing spatiotemporal division multiplexing using moving
image features on the multi-GPU cluster system shown
in Fig. 4. Here, we use six space divisions. The display-time
interval T increases in proportion with the number of
object points. The display-time interval T is 34.6ms for
1,200,000 object points, and the frame rate is 28.9 frames

per second (fps). Figure 8 shows the performance of the
proposed method. The proposed method provides clear
real-time 3D holographic video for the 3D model compris-
ing a huge number of object points. Therefore, Fig. 8 does
not always show that the proposed method requires a high
refresh rate of SLM.

Figure 9 shows snapshots of the reconstructed 3D video
(Video 1) from the original 3D video “fountain” compris-
ing 1,064,462 object points and with six space divisions.
Table 2 lists the frame rate of the reconstructed 3D
video from the original 3D video “fountain” comprising
1,064,462 object points and for the number of space divi-
sions. We obtained a clear holographic 3D video recon-
structed from a 3D object comprising 1,064,462 object
points at 32.7 fps with six space divisions.

In conclusion, we implemented the spatiotemporal mul-
tiplexing approach using moving image features on a
multi-GPU cluster system with 13 GPUs. A performance
evaluation indicates that the proposed method can realize

Fig. 6. Read data processing and CGH calculation on each CGH
calculation node in themulti-GPU cluster system shown in Fig. 4.
(a) Serial computing. (b) Parallel computing.

Fig. 7. Comparison of the total display time for every 12 frames
using serial computing shown in Fig. 6(a) with that using parallel
computing shown in Fig. 6(b) when the number of object points
is 1,200,000.

Fig. 8. Display-time interval T shown in Fig. 5 plotted versus
the number of object points when using the spatiotemporal
division multiplexing approach using moving image features
implemented on the multi-GPU cluster system shown in Fig. 4.

Fig. 9. Snapshot of a reconstructed 3D video (Video 1).

Table 2. Frame Rate of the Reconstructed 3D Video
from the Original 3D Video “Fountain” Comprising
1,064,462 Object Points Against the Number of Space
Divisions

Number of
Space Divisions Object Points

Frame Rate
(fps)

No division 1,064,462 5.43

Two divisions 532,231 10.86

Four divisions 266,116 21.70

Six divisions 177,411 32.70
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a real-time holographic video of a 3D object comprising
approximately 1,200,000 object points. We obtained a
clear real-time spatiotemporal holographic 3D video of
a 3D object comprising 1,064,462 object points. The
proposed method facilitates the handling of the clear
real-time 3D holographic video, is applicable to various
algorithms for the CGH calculation, and thereby signifi-
cantly contributes to the development of the ultimate
holographic 3D television.

This work was partially supported by the Japan
Society for the Promotion of Science (JSPS) KAKENHI
(Nos. 18K11399 and 19H01097) and the Telecommunica-
tions Advancement Foundation.
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